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Earth’s Future

Multidecadal global cooling and unprecedented ozone loss
following a regional nuclear conflict
Michael J. Mills1, Owen B. Toon2, Julia Lee-Taylor1, and Alan Robock3

1NCAR Earth System Laboratory, Boulder, Colorado, USA, 2Laboratory for Atmospheric and Space Physics and
Department of Atmospheric and Oceanic Sciences, University of Colorado Boulder, Boulder, Colorado, USA,
3Department of Environmental Sciences, Rutgers, State University of New Jersey, New Brunswick, New Jersey, USA

Abstract We present the first study of the global impacts of a regional nuclear war with an Earth sys-
tem model including atmospheric chemistry, ocean dynamics, and interactive sea ice and land compo-
nents. A limited, regional nuclear war between India and Pakistan in which each side detonates 50 15 kt
weapons could produce about 5 Tg of black carbon (BC). This would self-loft to the stratosphere, where
it would spread globally, producing a sudden drop in surface temperatures and intense heating of the
stratosphere. Using the Community Earth System Model with the Whole Atmosphere Community Cli-
mate Model, we calculate an e-folding time of 8.7 years for stratospheric BC compared to 4–6.5 years for
previous studies. Our calculations show that global ozone losses of 20%–50% over populated areas, lev-
els unprecedented in human history, would accompany the coldest average surface temperatures in the
last 1000 years. We calculate summer enhancements in UV indices of 30%–80% over midlatitudes, sug-
gesting widespread damage to human health, agriculture, and terrestrial and aquatic ecosystems. Killing
frosts would reduce growing seasons by 10–40 days per year for 5 years. Surface temperatures would be
reduced for more than 25 years due to thermal inertia and albedo effects in the ocean and expanded sea
ice. The combined cooling and enhanced UV would put significant pressures on global food supplies and
could trigger a global nuclear famine. Knowledge of the impacts of 100 small nuclear weapons should
motivate the elimination of more than 17,000 nuclear weapons that exist today.

1. Introduction

In the 1980s, studies of the aftermath of a global nuclear conflict between the United States and the
Soviet Union predicted that airborne particles, such as fine soil and smoke resulting from explosions
and fires, could circle the globe, producing “twilight at noon,” and cooling the surface for years, in what
became known as “nuclear winter” [Crutzen and Birks, 1982; Turco et al., 1983; Pittock et al., 1985]. Fur-
ther studies looked at perturbations to atmospheric chemistry, predicting that odd nitrogen produced
by the largest nuclear weapons could loft to the stratosphere, resulting in significant ozone loss, and an
“ultraviolet spring” to follow [National Research Council, 1985; Stephens and Birks, 1985]. Leaders in the
United States and the Soviet Union became aware of the global environmental damage of nuclear war
and subsequently negotiated treaties that have significantly reduced their nuclear stockpiles from their
peak near 65,000 in 1986 to less than 20,000, a decline that continues with further negotiations in recent
years [Robock et al., 2007a; Toon et al., 2007, 2008]. Nevertheless, significant numbers of weapons remain,
and the number of nuclear-armed states continues to increase.

Since 2007, studies have revisited the issue of global nuclear conflicts with modern global climate mod-
els, confirming the severity of the climatic impacts that had been predicted with simple climate models
or with short simulations of low-resolution atmospheric general circulation models in the 1980s [Robock
et al., 2007a], and raising new concerns about severe global climatic impacts of regional nuclear conflicts
[Robock et al., 2007b; Toon et al., 2007; Mills et al., 2008; Stenke et al., 2013]. Even the smallest of nuclear
weapons, such as the ∼15 kt weapon used on Hiroshima, exploding in modern megacities would pro-
duce firestorms that would build for hours, consuming buildings, vegetation, roads, fuel depots, and other
infrastructure, releasing energy many times that of the weapon’s yield [Toon et al., 2007]. Toon et al. [2007]
estimated the potential damage and smoke production from a variety of nuclear exchange scenarios,
and found that smoke would initially rise to the upper troposphere due to pyroconvection. Robock et al.
[2007b] examined the climatic impact of the smoke produced by a regional conflict in the subtropics in
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which two countries each used 50 Hiroshima-size (15 kt) nuclear weapons, creating such urban firestorms.
Using the global climate model GISS ModelE (Goddard Institute for Space Studies, New York), they cal-
culated that nearly all the 5 Tg of smoke produced would rise to the stratosphere, where it would spread
globally, reducing the global average temperature by 1.25∘C for 3–4 years and by more than 0.5∘C for
a decade. This effect was longer lasting than that found in previous “nuclear winter” studies, because
older models could not represent the rise of smoke into the stratosphere. Mills et al. [2008] then used
a chemistry-climate model to calculate that the concurrent heating of the stratosphere by up to 100∘C
would produce global ozone loss on a scale unprecedented in human history, lasting for up to a decade.

Recently, Stenke et al. [2013] used a third independent model to confirm the major findings of these two
previous studies. That study used the chemistry-climate model SOCOL3 to assess impacts on climate and
stratospheric ozone for a range of inputs and particle sizes. The study coupled a mixed-layer ocean with
a depth of 50 m and a thermodynamic sea ice module to a high-top atmospheric model, which calcu-
lated chemistry effects in agreement with Mills et al. [2008]. Unlike Robock et al. [2007b], the study did not
consider active ocean dynamics, and hence could not incorporate the climate effects of changing ocean
circulation. The inclusion of only the top 50 m of ocean limits the thermal inertia effects that occur in the
presence of a deep ocean, making surface temperature responses too rapid, as the heat content of the
deeper ocean is not considered.

Here we present the first study of this scenario with an Earth system model, coupling a chemistry-climate
model to interactive ocean, sea ice, and land components.

2. Model Description
2.1. CESM1(WACCM)
We revisit the scenario of nuclear war between India and Pakistan, each side using 50 Hiroshima-size
weapons in megacities on the subcontinent, using the first version of NCAR’s Community Earth System
Model (CESM1), a state-of-the-art, fully coupled, global climate model, configured with fully interactive
ocean, land, sea ice, and atmospheric components [Hurrell et al., 2013]. For the atmospheric component,
we use the Whole Atmosphere Community Climate Model, version 4 (WACCM4), which is a superset of
version 4 of the Community Atmospheric Model (CAM4), and includes all the physical parameterizations
of that model [Neale et al., 2013]. WACCM is a “high-top” chemistry-climate model that extends from the
surface to 5.1× 10−6 hPa (∼140 km). It has 66 vertical levels and horizontal resolution of 1.9∘ latitude× 2.5∘
longitude. WACCM includes interactive chemistry that is fully integrated into the model’s dynamics and
physics. Heating the stratosphere, for example, feeds back onto chemical reaction rates. Photolysis rates
are calculated based on extinction of exoatmospheric flux from overhead ozone and molecular oxygen,
and are unaffected by aerosol extinction. WACCM uses a chemistry module based on version 3 of the
Model for Ozone and Related Chemical Tracers (MOZART) [Kinnison et al., 2007], tailored to the middle
and upper atmosphere. The chemical scheme includes 59 species contained in the Ox , NOx , HOx , ClOx ,
and BrOx chemical families, along with CH4 and its degradation products; 217 gas-phase chemical reac-
tions; and heterogeneous chemistry that can lead to the development of the ozone hole. For our simula-
tions, CESM1 includes the active land, ocean, and sea ice components described by Lawrence et al. [2011],
Danabasoglu et al. [2012], and Holland et al. [2012], respectively. The full ocean model extends up to
5500 m in depth, and includes interactive, prognostic ocean circulation. The nominal latitude-longitude
resolution of the ocean and sea ice components is 1∘, the same as in CESM1(WACCM) simulations con-
ducted as part of phase 5 of the Coupled Model Intercomparison Project [Marsh et al., 2013].

2.2. CARMA
We have coupled WACCM with version 3 of the Community Aerosol and Radiation Model for Atmospheres
(CARMA3), a flexible three-dimensional bin microphysics package that we have adapted for the treat-
ment of black carbon (BC) aerosol. This allows the BC to experience gravitational settling, and obviates
the implementation of molecular diffusion, which the gas-phase tracers in WACCM experience at high
altitudes. CARMA originated from a one-dimensional stratospheric aerosol code developed by Turco et al.
[1979] and Toon et al. [1979] that included both gas-phase sulfur chemistry and aerosol microphysics.
The model was improved and extended to three dimensions as described by Toon et al. [1988]. Extensive
updates of the numerics continue to be made. For this study, we limit BC to one size bin of fixed radius.

MILLS ET AL. © 2014 The Authors. 162



 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 

Earth’s Future 10.1002/2013EF000205

As described below, we performed an ensemble of runs assuming a microphysical radius of 50 nm, to be
consistent with the optical properties of BC assumed in the model’s radiative code, which are derived from
the Optical Properties of Aerosols and Clouds (OPAC) software package [Hess et al., 1998]. Our previous
studies of BC in the stratosphere from nuclear war and space tourism used these same optical properties,
but with a radius for sedimentation that was twice as large [Mills et al., 2008; Ross et al., 2010]. We also con-
ducted one perturbation run using the same 100 nm radius for sedimentation as those previous studies,
for comparison in the coupled model.

We do not allow calculated particle populations to change radiatively or microphysically other than by
rainout, sedimentation, and transport. The particles are assumed to be completely hydrophilic from the
start, and hence are subject to rainout in the troposphere. We assume a mass density of 1 g cm−3 for each
BC particle, consistent with measurements of atmospheric BC particles collected on filters, which are com-
posed of smaller, denser particles aggregated in fractal formations with spatial gaps [Hess et al., 1998].
As Toon et al. [2007] point out, coagulation of BC is likely to form chains or sheets, which would have the
same or higher mass absorption coefficients as smaller BC particles. Drag forces would decrease sedimen-
tation of such chains or sheets compared with aerosols that grow as simple spheres. Our neglect of coag-
ulation, assuming a monodisperse distribution of 50 nm radius spheres, should more accurately predict
stratospheric lifetime under conditions with fractals than a treatment of growth into larger spheres with
faster sedimentation. Toon et al. [2007] also indicate that the BC is likely to become coated with sulfates,
organics, and other nonabsorbing materials, which could act as lenses, refracting light onto the BC. This
effect might increase absorption by ∼50%, leading to potentially greater impacts than those we modeled.

2.3. Model Setup
We have performed an ensemble of three “experiment” runs initialized with 5 Tg of BC with 50 nm radius
over the Indian subcontinent. A fourth experiment run includes the same mass and spatial distribution
of BC, with 100 nm sedimentation radius. We compare these experiment runs to an ensemble of three
“control” runs without this additional BC. Each of these seven runs simulated the time period from 1 Jan-
uary 2013 to 1 January 2039, with concentrations of greenhouse gases and other transient constituents
changing with time according to the specifications of the “medium-low emissions” Representative Con-
centration Pathway (RCP4.5) scenario [Meinshausen et al., 2011], a baseline for climate projections. We
also tried starting the simulated conflict on 15 May, as was done by Robock et al. [2007b] and Stenke et al.
[2013], and found that the different season did not significantly affect the stratospheric distribution or cli-
matic impact of the BC. Because of the prolonged surface cooling that we calculated, we extended our
runs beyond the 10 year span used in previous studies to 26 years.

In the experiment runs, 5 Tg of BC was added to the initial atmospheric condition in a constant mass mix-
ing ratio of 1.38× 10−6 kg/kg air between 300 and 150 hPa in a horizontal region spanning 50 adjacent
model columns roughly covering India and Pakistan. The BC heats the atmosphere to extreme conditions,
requiring a reduction of the model’s standard time step from 30 to 10 min. Because this reduction in time
step produces a significant increase in cloudiness in the model due to dependencies in the cloud param-
eterization, we reduced the time step consistently in the experiment and control runs. We also tried an
alternate approach of increasing the dynamical substepping in the model, but found that the 16-fold
increase in the number of substeps required to produce a stable result produced a similar increase in
clouds to our original approach. We diagnose the effects of reducing the model time step in section 2.4.

The three members of each ensemble were configured with different initial conditions for the ocean, land,
and sea ice components, derived from the ensemble of three RCP4.5 CESM1(WACCM) runs conducted
as part of CMIP5 [Marsh et al., 2013]. These components interact with the atmosphere, producing a
representation of natural climate variability among the three runs in each ensemble. As we will show,
the variability that we calculate within each ensemble is small compared to the differences between the
experiment and control ensemble averages, indicating that the effects we calculate are not attributable to
model internal variability.

2.4. Model Validation
To understand the effects of changing the model time step on our conclusions, we diagnosed the cli-
mate of one of our control runs for years 2023–2038, 16 years starting 10 years after the change in time
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step, with reference to the climate of the same years from one of the CESM1(WACCM) CMIP5 runs for
RCP4.5, the same forcing scenario used in our runs. The effect of increased low clouds is to change the
global shortwave (SW) cloud forcing from −55 to −62 W m−2. Observations from Clouds and Earth’s Radi-
ant Energy Systems (CERES) Energy Balanced and Filled (EBAF) put this forcing near −51 W m−2, so the
change produces a more reflective planet than is observed (A. Gettelman, personal communication). This
may lead to an underestimation of the surface cooling anomaly in our calculations, because the effect
of extinction in the stratosphere would be reduced if less SW radiation reaches the surface in both our
control and experiment runs. At the same time, global longwave cloud forcing increases from 30 W m−2

in our CMIP5 run to 34 W m−2. Observations from CERES EBAF put this forcing near 26–27 W m−2, so the
change is toward more greenhouse warming from high clouds than is observed. This 4 W m−2 increase in
cloud forcing partially offsets the surface cooling effects of the 7 W m−2 decrease in the SW. The changes
in cloud forcing occur mostly in the tropics.

Because we started from an RCP4.5 scenario in 2013, the initial atmosphere is not in radiative balance,
but is warming in response to anthropogenic greenhouse gases. The radiative imbalance at the top of the
model is 0.977 W m−2 in our CMIP5 run for years 2023–2038. The effect of increased clouds is to reduce
this by a factor of 10 to 0.092 W m−2, bringing the model close to the radiative balance that would be seen
in a steady state, such as the static conditions used for previous nuclear winter calculations. We ran an
additional case in which the 5 Tg of BC is added in year 10 of the control run. These calculations confirm
that our calculated BC mass, and surface anomalies in SW flux, temperature, and precipitation are not
significantly affected by any transient adjustments after the initial change in time step.

We also diagnosed effects on stratospheric chemistry by comparing the ensemble average column ozone
from our control runs to the ensemble average from the CESM1(WACCM) CMIP5 runs for the first 6 years
after we introduced the change in time step. We found no significant differences in either the global mean
or latitudinal distribution of column ozone due to the change in time step. The effects of changing the
model time step are relatively minor compared to those of 5 Tg of BC in the stratosphere, which is the
focus of our study.

3. Results
3.1. BC Rise and Meridional Transport
As in previous studies of this scenario [Robock et al., 2007b; Mills et al., 2008], the BC aerosol absorbs
SW radiation, heating the ambient air, inducing a self-lofting that carries most of the BC well above the
tropopause. CESM1(WACCM) has 66 vertical layers and a model top of ∼145 km, compared to 23 layers
up to ∼80 km for the GISS ModelE used by Robock et al. [2007b] and 39 layers up to ∼80 km for SOCOL3
used by Stenke et al. [2013]. As Figure 1 shows, we calculate significantly higher lofting than Robock et al.
[2007b, compare to their Figure 1b], penetrating significantly into the mesosphere, with peak mass mixing
ratios reaching the stratopause (50–60 km) within 1 month and persisting throughout the first year.
This higher lofting, in conjunction with effects on the circulation we discuss later, produces significantly
longer residence times for the BC than those in previous studies. At the end of 10 years, our calculated
visible-band optical depths from the BC persist at 0.02–0.03, as shown in Figure 2. In contrast, Robock
et al. [2007b] calculate optical depths near 0.01 only at high latitudes after 10 years, a level that our
calculations do not reach for 15 years.

3.2. BC Burden, Rainout, and Lifetime
During the first 4 months, 1.2–1.6 of the 5 Tg of BC is lost in our 50 nm experiment ensemble, and 1.6 Tg in
our 100 nm experiment, mostly due to rainout in the first few weeks as the plume initially rises through
the troposphere (Figure 3a). This is larger than the 1.0 Tg initially lost in the study of Mills et al. [2008],
which used a previous version of WACCM. This is likely due to the difference in our initial distribution of
BC compared to that previous study, which injected 5 Tg into a single column at a resolution four times
as coarse as ours. The more concentrated BC in the previous study likely produced faster heating and rise
into the stratosphere, mitigating rainout. Our calculated rainout contrasts with the lack of significant rain-
out calculated by the GISS ModelE [Robock et al., 2007b], which assumes that BC is initially hydrophobic
and becomes hydrophilic with a 24 h e-folding time scale. The mass burden reaching the stratosphere and
impacts on global climate and chemistry in our calculations would doubtless be greater had we made
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Figure 1. The time evolution of BC mass mixing ratio (kg BC/109 kg air) is shown for the average of the 50 nm experiment ensemble.
The horizontal axis shows time in years since the emission of 5 Tg BC at 150–300 hPa on 1 January.

Figure 2. The time evolution of zonal mean total column BC optical depth in the visible part of the spectrum is shown for the 50 nm
experiment ensemble average. The vertical axis shows latitude. The horizontal average shows time in years.

a similar assumption to the GISS ModelE. Stenke et al. [2013] calculate an initial rainout of ∼2 Tg in their
interactive 5 Tg simulations, which assumed BC radii of 50 and 100 nm in two separate runs. After initial
rainout, the mass e-folding time for our remaining BC is 8.7 years for the average of our 50 nm experiment
ensemble and 8.4 years for our 100 nm experiment, compared to the 6 years reported by Robock et al.
[2007b], ∼6.5 years by Mills et al. [2008], 4–4.6 years reported by Stenke et al. [2013], and 1 year for strato-
spheric sulfate aerosol from typical volcanic eruptions [Oman et al., 2006]. Due to this longer lifetime,
after about 4.8 years the global mass burden of BC we calculate in our ensemble is larger than that cal-
culated by the GISS ModelE, despite the initial 28% rainout loss. After 10 years, we calculate that 1.1 Tg of
BC remains in the atmosphere in our 50 nm experiment ensemble and 0.82 Tg in our 100 nm experiment,
compared to 0.54 Tg calculated by the GISS ModelE and 0.07–0.14 Tg calculated by SOCOL3.

The long lifetime that we calculate results from both the very high initial lofting of BC to altitudes, where
removal from the stratosphere is slow, and the subsequent slowing down of the stratospheric residual cir-
culation. The Brewer-Dobson circulation is driven waves whose propagation is filtered by zonal winds,
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Figure 3. The monthly global mean time evolution is shown for (a) the mass burden of black carbon (Tg), (b) the shortwave net flux
anomaly at the surface (W m−2), (c) the surface temperature anomaly (K), and (d) the precipitation anomaly (mm/day). The dark blue
dashed line and light blue shading show the average and range of our 50 nm experiment ensemble. The gold line shows our
simulation assuming a 100 nm aerosol radius. The dark red dashed line and pink shading show the ensemble average and range for
Robock et al. [2007a, 2007b] (data courtesy L. Oman). The grey and green lines show results from two 5 Tg BC simulations from Stenke
et al. [2013] (data courtesy A. Stenke), with assumed aerosol radii of 50 and 100 nm, respectively. Ensemble anomalies are calculated
with respect to the mean of the respective control simulation ensembles. Time 0 corresponds to the date of the BC injection (1
January in this study and 15 May in the other studies).

which are modulated by temperature gradients [Garcia and Randel, 2008]. As explained by Mills et al.
[2008], the BC both heats the stratosphere and cools the surface, reducing the strength of the strato-
spheric overturning circulation. Figure 4 shows the vertical winds in the lower stratosphere, which bring
new air up from the troposphere and drive the poleward circulation, for the control and BC runs. The
middle-atmosphere heating and surface cooling reduce the average velocity of tropical updrafts by more
than 50%. This effect persists more than twice as long as in Mills et al. [2008], which did not include any
ocean cooling effects.

3.3. Global Mean Climate Anomalies
The global climate anomalies shown in Figure 3 respond very similarly in our 50 nm experiment ensemble
and our 100 nm experiment; here we discuss the 50 nm calculations. The 3.6 Tg of BC that reaches the
middle atmosphere and spreads globally absorbs the incoming SW solar radiation, reducing the net SW
flux at the surface by ∼12 W/m2 initially or about 8% (Figure 3b). This anomaly tracks the evolution of
the global mass burden of BC proportionally, similar to those calculated by GISS ModelE and SOCOL3.
The SW flux in SOCOL3 seems to be more sensitive to BC than CESM1(WACCM), calculating comparable
initial flux reductions with significantly lower BC burdens. In contrast, GISS ModelE and CESM1(WACCM)
have similar sensitivity, producing very comparable flux anomalies in years 4 and 5, when the global mass
burdens match most closely for the two models. After 10 years, our calculated SW flux anomaly persists at
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Figure 4. The time evolution of the tropical lower stratospheric vertical wind (mm/s) is shown for (a) the control, (b) the 50 nm
experiment, and (c) and the experiment minus the control. Values are ensemble averages for latitudes 22∘S to 22∘N. The horizontal
axis shows time in years. The left vertical axis shows pressure in hPa, and the right shows approximate pressure altitude in km.

−3.8 W/m2, comparable to the maximum forcing of the 1991 Mount Pinatubo volcanic eruption [Kirchner
et al., 1999]. This is 2.7 times that of the flux anomaly calculated by GISS ModelE, with 2.0 times the mass
burden. SOCOL3 fluxes have returned to normal after 10 years as BC mass burdens become insignificant.
CESM1(WACCM) takes twice as long (20 years) to do the same.

Our calculated global average surface temperatures drop by ∼1.1 K in the first year (Figure 3c). This
response is initially slower than that calculated by the GISS ModelE, due to the large initial rainout, but
comparable to SOCOL3. The initial temperature anomalies for the three models correspond proportion-
ately to their initial SW anomalies. Our temperatures continue to decrease for 5 years, however, reaching
a maximum cooling of 1.6 K in year 5, 2–2.5 years after GISS ModelE and SOCOL3 begin warming from
their maximum cooling of comparable magnitude. After a decade, our calculated global average cooling
persists at ∼1.1 K, two to four times that calculated by GISS ModelE and SOCOL3. For CESM1(WACCM)
and GISS Model E, this difference is roughly proportional with the ratio of mass burdens calculated. Our
calculated cooling lags the recovery in mass burden and SW flux, however. Global average temperatures
remain 0.25–0.50 K below the control ensemble average in years 20–23, after SW fluxes have returned
to the control range. The thermal inertia of the oceans, which have experienced more than a decade of
prolonged cooling, is responsible for much of this lag.

Precipitation rates drop globally by ∼0.18 mm/day within the first year after the conflict. This 6% loss
in the global average persists for 5 years, during which time our calculated response is not as strong
as that calculated by either GISS ModelE or SOCOL3. The fairly constant precipitation anomaly that we
calculate over the first 5 years is explained by the opposing trends in surface temperature and SW flux
over this period, which tend to cancel each other out. In year 5, however, precipitation drops further as
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temperatures continue to fall, reaching a maximum reduction of 9% in global precipitation while precip-
itation in the other two models is in their second year of recovery. At the end of a decade, our calculated
global precipitation is still reduced by 4.5%, and more than five times the reduction calculated at that time
by GISS ModelE or SOCOL3. After 26 years, global average temperature and precipitation both remain
slightly below the control ensemble average.

3.4. Ocean and Sea Ice Response
As Figure 5 shows, sea ice extent expands significantly over the first 5 years in the Arctic, and the first
10 years in the Antarctic. Sea ice extent is defined as the total area of all surface grid points in the ocean

Figure 5. Change in sea ice extent (%) for the 50 nm experiment is shown
relative to the control. Sea ice extent is defined as the area of all sea surface grid
points with ice fraction greater than 15%. The red line shows the ensemble
average anomaly for the Southern Hemisphere. The blue line shows the same for
the Northern Hemisphere. Shading around each line shows the range of the
experiment ensemble runs with respect to the control ensemble average. The
horizontal axis shows time in years. The vertical axis shows relative change in ice
extent area, 100% × (experiment− control)/control.

model with sea ice coverage greater
than 15%. Both hemispheres expe-
rience an earlier onset of sea ice for-
mation in the autumn, as revealed
by the seasonal maxima, consistent
with Stenke et al. [2013]. In the Arc-
tic, sea ice extent increases peak at
10%–25% in years 4–7. Antarctic sea
ice extent peaks at 20%–75% larger
than the control ensemble in years
7–15, and remains 5%–10% larger
throughout the years 20–26. These
vast expansions of sea ice affect not
only transfer of energy between the
atmosphere and the oceans but also
enhance planetary albedo, further
cooling the surface by reflecting more
sunlight to space. Expanding sea ice
would also have large impacts on
ocean life, strongly impacting the
range of organisms that are in equi-
librium with the current climate [e.g.,
Harley et al., 2006].

We also find that the upper layer of the ocean experiences a prolonged cooling that penetrates to hun-
dreds of meters depth. Figure 6 shows the monthly global average ocean temperature anomalies at vari-
ous depths for the 50 nm experiment ensemble, including ensemble variability, compared to the control
ensemble average. As the figure shows, average cooling exceeding 0.5 K extends to 100 m depth through
year 12. The upper 2.5 m of the ocean has the same heat capacity per unit area as the whole depth of the
atmosphere [Gill, 1982]. Hence, this significant cooling down to 100 m depth creates a long-lived ther-
mal deficit that maintains reduced surface temperature for decades. The temperature response takes
longer to penetrate to deeper waters, with temperatures at 1000 m continuing to drop for all 26 years
simulated.

3.5. Stratospheric Ozone Loss
The absorbing BC not only cools the surface but also severely heats the middle atmosphere (Figure 7). As
in Mills et al. [2008], we calculate initial global average temperature increases in excess of 80 K near the
stratopause (50–60 km). As in Robock et al. [2007b], we calculate global average stratospheric heating in
excess of 30 K for the first 5 years. Figure 7 also reveals the surface cooling discussed above, as well as a
cooling of the atmosphere above the BC layer, consistent with Robock et al. [2007b].

As in Mills et al. [2008], we calculate massive ozone loss as a consequence of these extreme stratospheric
temperatures (Figure 8). Consistent with that work, we calculate a global average column ozone loss of
20%–25% persisting from the second through the fifth year after the nuclear war, and recovering to 8%
column loss at the end of 10 years. Throughout the first 5 years, column ozone is reduced by 30%–40% at
midlatitudes and by 50%–60% at northern high latitudes.
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Figure 6. The time evolution of the global average ocean temperature
anomaly at various depths is shown. The lines show the monthly average of the
experiment ensemble temperatures minus the monthly average of the control
ensemble. Shading around each line shows the range of the experiment
ensemble runs with respect to the control ensemble average. The horizontal
axis shows time in years. The vertical axis shows temperature in K.

As Mills et al. [2008] discussed, this
ozone loss results primarily from two
temperature-sensitive catalytic loss
cycles involving odd oxygen and odd
nitrogen, which accelerate at high
temperatures. In addition, analysis of
our current results shows that heat-
ing of the tropical tropopause allows
up to 4.3 times as much water vapor
to enter the lower stratosphere. The
enhanced water vapor has a twofold
effect on depleting ozone. Photolysis of
water vapor produces both odd hydro-
gen and excited-state atomic oxygen,
O(1D), depending on the wavelength of
dissociating sunlight. O(1D) is responsi-
ble for the production of odd nitrogen
in the stratosphere via reaction with
N2O. Odd hydrogen has its own cat-
alytic cycle destroying ozone. We calcu-
late that odd hydrogen in the tropical
lower stratosphere is enhanced by fac-
tors of 3–5.5 over the first 2 years after

the nuclear war. Similarly, O(1D) is enhanced in the same region by factors of 4–7.6. O(1D) is not the major
loss mechanism for N2O in the stratosphere, however, and N2O levels are initially slightly elevated in the
tropical stratosphere, likely due to uplift by the initial rise of the plume, as described by Mills et al. [2008].
Subsequent slowing of the stratospheric circulation produces reduced N2O levels, as increased age of air
results in increased chemical loss.

Ozone production rates are highest in the Tropics, where losses are dominated by transport of ozone to
higher latitudes. As air is transported poleward, the chemical losses accumulate, leading to higher col-
umn losses at higher latitudes. At southern high latitudes, ozone losses are mitigated by the elimination

Figure 7. The time evolution of the vertical profile of global average temperature anomaly is shown. Values are for the 50 nm
experiment ensemble average minus the control ensemble average. The horizontal axis shows time in years. The left vertical axis
shows pressure in hPa, and the right vertical axis shows approximate pressure altitude in km. Contours show temperature anomalies
in K.
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Figure 8. The time evolution of the change (%) in zonal mean column ozone is shown. The change in the 50 nm experiment
ensemble average is shown relative to the control ensemble average: 100% × (experiment− control)/control. The horizontal axis
shows time in years. The vertical axis shows latitude.

of the seasonal Antarctic ozone hole, which normally results from heterogeneous chemistry occurring on
polar stratospheric clouds (PSCs) only at the extreme low temperatures present in the Antarctic strato-
sphere. We do not include effects of heterogeneous chemistry on BC aerosol, which is less understood
than chemistry on sulfates and PSCs.

3.6. Changes in Surface UV Radiation
We used the TUV (tropospheric ultraviolet-visible) model [Madronich and Flocke, 1997] to calculate the
impacts of this massive ozone loss on fluxes of damaging UV radiation reaching the Earth’s surface. TUV
simulates the attenuation of sunlight on its journey through Earth’s atmosphere. The model has been
used to study a wide range of topics including chemistry of the remote [Walega et al., 1992] and urban
atmosphere [Castro et al., 2001], chemistry within snowpacks [Fisher et al., 2005], incidence of skin cancer
[Thomas et al., 2007], methane emissions from plants [Bloom et al., 2010], and potential changes to UV
resulting from asteroid impacts [Pierazzo et al., 2010] and geoengineering [Tilmes et al., 2012]. The method
used in this study is based on that described by Lee-Taylor et al. [2010].

We used TUV to calculate UV fluxes for clear sky conditions, based on the monthly average column ozone
and absorbing BC distributions calculated for the control and experiment ensemble averages of our
CESM1(WACCM) runs. To reduce computational overhead, we precalculated lookup tables of UV variation
with respect to ozone, solar zenith angle (!), and surface elevation, using the full 80 km atmospheric
column considered by TUV. We then constructed global distributions of UV from the modeled WACCM
ozone distributions using Beer’s law to account for the slant-path absorption by the stratospheric BC,
performing the calculation daily to account for varying !. We express the monthly averaged UV results in
terms of the international UV Index (UVI) [WHO, WMO, UNEP, and ICNIRP, 2002], which weights noontime
UV fluxes by an “action spectrum” to account for the wavelength dependence of the effectiveness of solar
radiation at causing skin damage [McKinlay and Diffey, 1987].

Figure 9 shows UVI in the peak summer months of June for the Northern Hemisphere and December for
the Southern Hemisphere. The World Health Organization recommends that sun protection measures be
taken for UV indices of 3 and above, and characterizes UVI values of 8–10 as “very high,” warranting extra
protection measures to avoid exposure to sunlight during midday hours. UVI greater than 11 is consid-
ered “extreme.” We calculate UVI increases of 3–6 throughout the midlatitudes in summer, bringing peak
values off the charts at 12–21 over the most populous regions of North America and southern Europe in
June. We find similar increases for Australia, New Zealand, southern Africa, and South America in Decem-
ber. Skin damage varies with skin type, with burn times inversely proportional to UVI. Hence, a moderately
fair-skinned North American who experiences a painful, noticeable sunburn after 10 min in the sun at
noon in June for a UVI of 10 would receive an equivalent level of damage after 6.25 min for a UVI of 16.
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Figure 9. UV index in June (left) and December (right) is shown for the control (a, b), the experiment (c, d), and the experiment
minus the control (e, f ). Values are ensemble averages for year 3.

Stenke et al. [2013] calculate similarly dramatic increases in UV radiation due to ozone loss. They also
report that the attenuation of solar fluxes from BC absorption was significant enough in high-latitude
winter to reduce UV levels by 30% when they are most needed for vitamin D production. In contrast, we
do not find that BC attenuation is significant enough to offset the UV increases from ozone loss.

The calculations shown in Figure 9 include absorption of UV by the BC, but not scattering, which presents
an additional source of uncertainty. We performed a sensitivity test at 305 nm using a nominal single-
scattering albedo of 0.31 for a 1 km depth soot layer centered on 27 km and a total ozone column of
200 DU. We calculate that BC scattering produces small reductions in ground-level UV irradiance, rang-
ing from 4% for overhead sun and soot optical depth of 0.05 to 12% for ! of 88∘ and soot optical depth
of 0.1. Hence, scattering would only marginally offset the 30%–100% increases in UV irradiance that we
calculate for summer in the extratropics.

3.7. Effects on Vegetation and Agriculture
The severe increases in UV radiation following a regional nuclear war would occur in conjunction with the
coldest average surface temperatures in the last 1000 years [Mann et al., 1999]. Although global average
surface temperatures would drop by 1.5 K (Figure 3c), broad, populated regions of continental landmasses
would experience significantly larger cooling, as shown in Figure 10. Winters (JJA) in southern Africa and
South America would be up to 2.5 K cooler on average for 5 years, compared to the same years (2–6) in
the control run. Most of North America, Asia, Europe, and the Middle East would experience winters (DJF)
that are 2.5–6 K cooler than the control ensemble, and summers (JJA) 1–4 K cooler.

Similarly, the 6% global average drop in precipitation that persists through years 2–6 (Figure 3d) trans-
lates into more significant regional drying (Figure 11). The most evident feature is over the Asian monsoon
region, including the Middle East, the Indian subcontinent, and Southeast Asia. Broad precipitation reduc-
tions of 0.5–1.5 mm/day would reduce annual rainfall by 20%–80%. Similarly, large relative reductions in
rainfall would occur in the Amazon region of South America, and southern Africa. The American South-
west and Western Australia would be 20%–60% drier. Robock et al. [2007b] predict a broadly wetter Sahel
region as a result of a weaker Hadley circulation. Stenke et al. [2013] do not find such increased precipita-
tion, and nor do we, despite some increase in precipitation near Morocco.

Following Robock et al. [2007b], we have calculated the change in the frost-free growing season, defined
as the number of consecutive days in a 1 year period with minimum temperatures above 0∘C (Figure 12).
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Figure 10. Change in surface temperature (K) for (a) June to August and (b) December to February. Values are 5 year seasonal
ensemble averages for years 2–6, experiment minus control.

Because our globally averaged surface temperatures continue to cool until year 6, we show the average
change in the growing season over years 2–6. The length of the average growing season is reduced by up
to 40 days throughout the world’s agricultural zones over these 5 years. This is similar to the results that
Robock et al. [2007b] report for their first year, with significant regional differences. We find more signif-
icant decreases in Russia, North Africa, the Middle East, and the Himalayas than the previous study, and
somewhat smaller effects in the American Midwest and South America.

The land component in CESM1(WACCM) is CLM4CN, a comprehensive land carbon cycle model [Lawrence
et al., 2011]. CLM4CN is prognostic with respect to carbon and nitrogen state variables in vegetation, litter,
and soil organic matter. Vegetation carbon is affected by temperature, precipitation, solar radiation (and
its partitioning into direct and diffuse radiation), humidity, soil moisture, and nitrogen availability, among
other factors. We calculate an average loss of 11 Pg C from vegetation (2% of the total), which equates
to an increase in atmospheric CO2 of about 5 ppmv (5× 10−6 molec/molec air). We also note a significant
(42%–46%) increase in C loss from fires in the Amazon over the first 8 years in two of our three 50 nm
experiment ensemble. The third run showed Amazon fire loss 13% higher than the control average, but
within the variability of the control ensemble. Our runs do not account for the atmospheric effects of CO2

or smoke emissions from the land component, but the smoke from the Amazon-kindled fires would be a
positive feedback that would enhance the cooling we have found.

4. Discussion

Pierazzo et al. [2010] reviewed literature considering the effects of large and prolonged increases in
UV-B radiation, similar to those we calculate, on living organisms, including agriculture and marine
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Figure 11. Changes in (a) absolute (mm/day) and (b) relative (%) surface precipitation. Values are 5 year seasonal ensemble averages
for June to August, years 2–6, experiment minus control.

Figure 12. Change in frost-free growing season in days for (a) January to December in the Northern Hemisphere and (b) July to June
in the Southern Hemisphere. Values are 5 year seasonal ensemble averages for years 2–6, experiment minus control.

ecosystems. General effects on terrestrial plants have been found to include reduced height, shoot mass,
and foliage area [Caldwell et al., 2007]. Walbot [1999] found the DNA damage to maize crops from 33%
ozone depletion to accumulate proportionally to exposure time, being passed to successive generations,
and destabilizing genetic lines. Research indicates that UV-B exposure may alter the susceptibility of
plants to attack by insects, alter nutrient cycling in soils (including nitrogen fixation by cyanobacteria),
and shift competitive balances among species [Caldwell et al., 1998; Solheim et al., 2002; Mpoloka, 2008].
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The ozone depletion we calculate could also damage aquatic ecosystems, which supply more than 30%
of the animal protein consumed by humans. Häder et al. [1995] estimate that 16% ozone depletion could
reduce phytoplankton, the basis of the marine food chain, by 5%, resulting in a loss of 7 million tons of
fish harvest per year. They also report that elevated UV levels damage the early developmental stages of
fish, shrimp, crab, amphibians, and other animals. The combined effects of elevated UV levels alone on
terrestrial agriculture and marine ecosystems could put significant pressures on global food security.

The ozone loss would persist for a decade at the same time that growing seasons would be reduced by
killing frosts, and regional precipitation patterns would shift. The combination of years of killing frosts,
reductions in needed precipitation, and prolonged enhancement of UV radiation, in addition to impacts
on fisheries because of temperature and salinity changes, could exert significant pressures on food sup-
plies across many regions of the globe. As the January to May 2008 global rice crisis demonstrated, even
relatively small food price pressures can be amplified by political reactions, such as the fearful restrictions
on food exports implemented by India and Vietnam, followed by Egypt, Pakistan, and Brazil, which pro-
duced severe shortages in the Philippines, Africa, and Latin America [Slayton, 2009]. It is conceivable that
the global pressures on food supplies from a regional nuclear conflict could, directly or via ensuing panic,
significantly degrade global food security or even produce a global nuclear famine.

5. Summary

We present the first simulations of the chemistry-climate effects of smoke produced by a nuclear war
using an Earth system model that includes both stratospheric chemistry and feedbacks on sea ice
and deep ocean circulation. We calculate impacts on surface climate persisting significantly longer
than previous studies, as a result of several feedback mechanisms. First, BC absorbs sunlight, heating
ambient air, and self-lofts to the upper stratosphere, a region treated with greater vertical resolution
in CESM1(WACCM) than in the model used by Robock et al. [2007b]. Second, the BC spreads globally,
absorbing sunlight, which heats the stratosphere and cools the surface. This has the effect of reducing
the strength of the stratospheric circulation and increasing the lifetime of BC in the stratosphere. Third,
the reduction of surface temperatures cools the upper 100 m of the ocean by >0.5 K for 12 years, and
expands ice extent on sea and land. This lends inertia to the surface cooling due to both thermal mass
and enhanced albedo, causing recovery in surface temperatures to lag the recovery in BC by a decade or
more. As a result, we calculate that surface temperatures remain below the control ensemble range even
26 years after the nuclear war.

The global average temperature increase in the stratosphere following the BC injection initially exceeds
70 K, and persists above 30 K for 5 years, with full recovery taking two decades. As in previous studies, this
temperature increase produces global ozone loss on a scale never observed, as a result of several chemical
mechanisms. The resulting enhancements to UV radiation at the surface would be directly damaging to
human health, and would damage agricultural crops, as well as ecosystems on land and in the oceans.

These results illustrate some of the severe negative consequences of the use of only 100 of the smallest
nuclear weapons in modern megacities. Yet the United States, Russia, the United Kingdom, China, and
France each have stockpiles of much larger nuclear weapons that dwarf the 100 examined here [Robock
et al., 2007a; Toon et al., 2007]. Knowing the perils to human society and other forms of life on Earth of
even small numbers of nuclear weapons, societies can better understand the urgent need to eliminate
this danger worldwide.
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THE MAP SERIES DEMONSTRATING THE GLOBAL SPREAD OF SMOKE FROM A 
REGIONAL NUCLEAR FALLOUT BETWEEN INDIA AND PAKISTAN, AND SELECTED 

MAPS FROM THE 2014 REPORT SUBMITTED AS ANNEX 1 
 
 

 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 



Figures 1-3 demonstrate the global spread of black carbon (“BC”) as a result of India 
and Pakistan detonating 50 15Kiloton (“kt”) nuclear weapons on May 14. They are 
taken from the website of Alan Robock of Rutgers University 
(http://climate.envsci.rutgers.edu/nuclear/BCabsoptdaily.gif).  
Figures 4 and 5 demonstrate the change in surface air temperature and frost-free 
growing seasons following an almost identical scenario – the exchange takes place on 
January 1st 2013. These figures are taken from the report submitted as Annex 1.  
 
 
Figure 1 
 
 
 
 
 
 
 
Figure 2 shows 5Tg of smoke rising into the atmosphere as a result of India and 
Pakistan detonating 15kt of nuclear weapons the day before.  
 
 
 
 
 
 
 
 
 
 
 
 
Shown here is 5 teragrams of smoke (BC) rising into the atmosphere as a result of 
India and Pakistan detonating 50 15kt of nuclear weapons beginning 14th May. 
http://climate.envsci.rutgers.edu/nuclear/BCabsoptdaily.gif accessed on 11 December 
2014 at 12.38pm.  
 
 
 
 
 
 
 
 
 
 
 
 



Figure 2 
 

 
 
 
 
 
 

 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
Shown here is the dramatic rise of BC into the atmosphere and it’s spreading 
globally. You can see that within 10 days of the fallout the Marshall Islands will be 
experiencing the detrimental effects of thick smoke in the atmosphere. 
http://climate.envsci.rutgers.edu/nuclear/BCabsoptdaily.gif accessed on 11 December 
2014 at 12.38pm.  
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 



Figure 3 
 
 
 
Figure 3 you can see that in two months the effect is global.  
 

 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
Here it is shown that after two months the BC has spread globally. 
http://climate.envsci.rutgers.edu/nuclear/BCabsoptdaily.gif accessed on 11 December 
2014 at 12.38pm.  
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 



Figure 4 
Change in Surface Air Temperature 

 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
Shown here is the change in surface air temperature for June-August in the top map, 
and December-February in the bottom. The Marshall Islands will face cooling 
towards -1 degrees.  http://climate.envsci.rutgers.edu/pdf/MillsNWeft224.pdf 
accessed 11 December 2014 at 12.40pm.  
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Figure 10. Change in surface temperature (K) for (a) June to August and (b) December to February. Values are 5 year seasonal
ensemble averages for years 2–6, experiment minus control.

Because our globally averaged surface temperatures continue to cool until year 6, we show the average
change in the growing season over years 2–6. The length of the average growing season is reduced by up
to 40 days throughout the world’s agricultural zones over these 5 years. This is similar to the results that
Robock et al. [2007b] report for their first year, with significant regional differences. We find more signif-
icant decreases in Russia, North Africa, the Middle East, and the Himalayas than the previous study, and
somewhat smaller effects in the American Midwest and South America.

The land component in CESM1(WACCM) is CLM4CN, a comprehensive land carbon cycle model [Lawrence
et al., 2011]. CLM4CN is prognostic with respect to carbon and nitrogen state variables in vegetation, litter,
and soil organic matter. Vegetation carbon is affected by temperature, precipitation, solar radiation (and
its partitioning into direct and diffuse radiation), humidity, soil moisture, and nitrogen availability, among
other factors. We calculate an average loss of 11 Pg C from vegetation (2% of the total), which equates
to an increase in atmospheric CO2 of about 5 ppmv (5× 10−6 molec/molec air). We also note a significant
(42%–46%) increase in C loss from fires in the Amazon over the first 8 years in two of our three 50 nm
experiment ensemble. The third run showed Amazon fire loss 13% higher than the control average, but
within the variability of the control ensemble. Our runs do not account for the atmospheric effects of CO2

or smoke emissions from the land component, but the smoke from the Amazon-kindled fires would be a
positive feedback that would enhance the cooling we have found.

4. Discussion

Pierazzo et al. [2010] reviewed literature considering the effects of large and prolonged increases in
UV-B radiation, similar to those we calculate, on living organisms, including agriculture and marine
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Figure 5  
Change in Frost-Free Growing Season Days 

 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
  
 
 
 
 
 
 
 
 
 
 
 
 
 
Shown here is the change in frost-free growing season days for January-December in 
the Northern Hemisphere in the top map, and July-June in the Southern Hemisphere 
in the bottom map. From this it can be determined that the United States, where the 
RMI get a large amount of their food imports from, is expected to have a 15-30% 
shorter growing season.   
http://climate.envsci.rutgers.edu/pdf/MillsNWeft224.pdf accessed 11 December 2014 
at 12.40pm. 
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Figure 11. Changes in (a) absolute (mm/day) and (b) relative (%) surface precipitation. Values are 5 year seasonal ensemble averages
for June to August, years 2–6, experiment minus control.

Figure 12. Change in frost-free growing season in days for (a) January to December in the Northern Hemisphere and (b) July to June
in the Southern Hemisphere. Values are 5 year seasonal ensemble averages for years 2–6, experiment minus control.

ecosystems. General effects on terrestrial plants have been found to include reduced height, shoot mass,
and foliage area [Caldwell et al., 2007]. Walbot [1999] found the DNA damage to maize crops from 33%
ozone depletion to accumulate proportionally to exposure time, being passed to successive generations,
and destabilizing genetic lines. Research indicates that UV-B exposure may alter the susceptibility of
plants to attack by insects, alter nutrient cycling in soils (including nitrogen fixation by cyanobacteria),
and shift competitive balances among species [Caldwell et al., 1998; Solheim et al., 2002; Mpoloka, 2008].
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ANNEX 3 
 

INDIA’S LETTER TO THE COURT DATED 6 JUNE 2014 
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ANNEX 4 
 

THE REPUBLIC OF INDIA’S LETTER TO THE COURT 10 JUNE 2014 
 
 
 
 
 
 
 

 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 



 
 
  
 
 

 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 



ANNEX 5 
 

THE REPUBLIC OF INDIA’S ARTICLE 36 PARA. 2 DECLARATION 
 

 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 



 

  
 



 

  
 
 



 

 
 
 
 

 
 



ANNEX 6 
 

THE REPUBLIC OF THE MARSHALL ISLANDS ARTICLE 36 PARA. 2 DECLARATION 
 

 
 
 
 
 

  
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 



 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 

 

 
 Attention: Treaty Services of Ministries of Foreign Affairs and of international organizations concerned.  
Depositary notifications are issued in electronic format only.  Depositary notifications are made available to 
the Permanent Missions to the United Nations in the United Nations Treaty Collection on the Internet at 
http://treaties.un.org, under "Depositary Notifications (CNs)".  In addition, the Permanent Missions, as well 
as other interested individuals, can subscribe to receive depositary notifications by e-mail through the Treaty 
Section's "Automated Subscription Services", which is also available at http://treaties.un.org. 

 
 
 
Reference: C.N.261.2013.TREATIES-I.4 (Depositary Notification) 
 
 

DECLARATIONS RECOGNIZING AS COMPULSORY THE JURISDICTION OF 
THE INTERNATIONAL COURT OF JUSTICE UNDER ARTICLE 36, 

PARAGRAPH 2, OF THE STATUTE OF THE COURT 
 

 
 

MARSHALL ISLANDS: DECLARATION UNDER ARTICLE 36 (2) OF THE STATUTE  
 
 

The Secretary-General of the United Nations, acting in his capacity as depositary, 
communicates the following: 
 

The above action was effected on 24 April 2013.   
 
In accordance with paragraph 4 of article 36 of the Statute of the International Court of Justice, 

…  the authentic English text of the declaration and the French translation are transmitted herewith. 
 
 
 
 

30 April 2013 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 

 



 
 
 
 
 
 

(I.4) 
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the Permanent Missions to the United Nations in the United Nations Treaty Collection on the Internet at 
http://treaties.un.org, under "Depositary Notifications (CNs)".  In addition, the Permanent Missions, as well 
as other interested individuals, can subscribe to receive depositary notifications by e-mail through the Treaty 
Section's "Automated Subscription Services", which is also available at http://treaties.un.org. 
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“His Excellency Ban Ki-moon 
Secretary-General 
760 United Nations Plaza 
United Nations  
New York, NY  10017 
 
Your Excellency: 
 

Declaration of Consent to the Jurisdiction of the International Court of Justice 
 

 I have the honor to declare on behalf of the Government of the Republic of the Marshall 
Islands that: 
 
1) The Government of the Republic of the Marshall Islands accepts as compulsory ipso facto and 
without special convention, on condition of reciprocity, the jurisdiction of the International Court of 
Justice, in conformity with paragraph 2 of Article 36 of the Statute of the Court, until such time as 
notice may be given to terminate the acceptance, over all disputes arising after 17 September 1991, with 
regard to situations or facts subsequent to the same date, other than: 
 

(i) any dispute which the Republic of Marshall Islands has agreed with the other Party or 
Parties thereto to settle by some other method of peaceful settlement; 

 
(ii) any dispute in respect of which any other Party to the dispute has accepted the 

compulsory jurisdiction of the International Court of Justice only in relation to or for 
the purpose of the dispute. 

 
2) The Government of the Republic of the Marshall Islands also reserves the right at any time, by 
means of notification addressed to the Secretary-General of the United Nations, and with effect as from 
the moment of such notification, to add to, amend or withdraw either of the foregoing reservations or 
any that may hereafter be added. 
 
 Done at Majuro, Republic of the Marshall Islands this 15th Day of March, Two Thousand 
Thirteen. 
 
     (Signed) The Honorable Tony A. deBrum 
      Minister in Assistance to the President and  
      Acting Minister of Foreign Affairs” 
 
 

  
 
 

 


